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**Abstract**

This research paper presents a survival analytics approach to understand student retention and churn for Vodafone (Telecel) users at Kwame Nkrumah University of Science and Technology (KNUST). By employing the Kaplan-Meier Estimator, Random Survival Forests (RSF), and Cox Proportional Hazards (CoxPH) models, we analyze the time until student churn and identify significant predictors of this event. The study aims to provide insights for improving student retention strategies.

# **Detailed Methodology and Analysis of Student Retention and Churn of Vodafone (Telecel) in KNUST**

## Introduction

The study of student retention and churn is crucial for both educational institutions and businesses seeking to enhance customer loyalty and service quality. In this analysis, we focus on understanding the factors influencing the churn of Vodafone (Telecel) users among students at Kwame Nkrumah University of Science and Technology (KNUST). Using advanced survival analysis methodologies, we investigate the patterns and predictors of student churn, providing actionable insights to improve retention strategies.

## Methodology

The methodology for this study involves three primary survival analysis techniques: the Kaplan-Meier Estimator, Random Survival Forests (RSF), and the Cox Proportional Hazards (CoxPH) Model. These techniques allow us to estimate survival probabilities, identify significant predictors, and model the relationship between time-to-event data and various covariates.

### Data Collection and Preprocessing

The data for this study was collected from Vodafone (Telecel) users at KNUST. It includes variables such as gender, college, churn status, residence, SIM usage, and network strength. The preprocessing steps included:

1. **Data Cleaning**: This step involved removing duplicates, handling missing values, and ensuring data consistency. Ensuring that the dataset is free from errors is critical for reliable analysis.
2. **Encoding Categorical Variables**: Categorical variables were transformed into numerical values using techniques like one-hot encoding. This transformation is essential for the algorithms to process and analyze the data effectively.
3. **Handling Censored Data**: Censored data, where the event of interest (churn) has not occurred for some users by the end of the study period, was identified and appropriately handled. This is crucial for survival analysis as it deals with time-to-event data.

### Kaplan-Meier Estimator

The Kaplan-Meier Estimator is a non-parametric method used to estimate the survival function from time-to-event data. It provides a step-function estimate of the survival probability at each observed event time. The survival function S(t)S(t)S(t) is defined as:

S(t)=∏ti≤t(1−dini)S(t) = \prod\_{t\_i \leq t} \left(1 - \frac{d\_i}{n\_i}\right)S(t)=∏ti​≤t​(1−ni​di​​)

where:

* tit\_iti​ is the time of the iii-th event,
* did\_idi​ is the number of events (churns) at time tit\_iti​,
* nin\_ini​ is the number of individuals at risk just before time tit\_iti​.

#### Application to the Dataset

We applied the Kaplan-Meier Estimator to visualize the survival probabilities over time and compared them across different subgroups, such as gender and college affiliation. This helped us understand how the likelihood of churn varied over time for different segments of the student population.

### Random Survival Forests (RSF)

Random Survival Forests (RSF) extend the traditional random forest algorithm to handle censored data and predict survival probabilities. RSF involves the following steps:

1. **Bootstrapping**: Drawing multiple bootstrap samples from the original dataset. This creates multiple subsets of the data for robust model training.
2. **Tree Building**: Growing survival trees for each bootstrap sample. Each node split is chosen to maximize survival differences between the child nodes, ensuring the trees capture important patterns in the data.
3. **Ensemble Aggregation**: Combining the predictions from all survival trees to produce an ensemble estimate of the survival function. This aggregation enhances the accuracy and robustness of the predictions.

#### Application to the Dataset

Using RSF, we evaluated the variable importance scores to identify the key predictors of student churn. The top predictors included variables such as network strength, SIM usage, and residence. RSF helps in understanding the interaction between variables and their combined effect on the survival probability, providing deeper insights into the factors influencing churn.

### Cox Proportional Hazards (CoxPH) Model

The Cox Proportional Hazards (CoxPH) Model is a semi-parametric model that relates time-to-event data to several predictor variables, assuming proportional hazard rates. The hazard function h(t∣X)h(t|X)h(t∣X) is expressed as:

h(t∣X)=h0(t)exp⁡(β1X1+β2X2+⋯+βpXp)h(t|X) = h\_0(t) \exp(\beta\_1 X\_1 + \beta\_2 X\_2 + \cdots + \beta\_p X\_p)h(t∣X)=h0​(t)exp(β1​X1​+β2​X2​+⋯+βp​Xp​)

where:

* h0(t)h\_0(t)h0​(t) is the baseline hazard function,
* βi\beta\_iβi​ are the coefficients for the predictor variables XiX\_iXi​.

#### Application to the Dataset

The CoxPH model was fitted to estimate the hazard ratios for various predictors. Significant predictors and their hazard ratios were identified, such as network strength, SIM usage, and residence. The proportional hazards assumption was tested using Schoenfeld residuals, and the model's goodness-of-fit was assessed using the concordance index.

## Analysis

### Descriptive Statistics

We begin by summarizing the descriptive statistics of the dataset, including the distribution of categorical variables (gender, college, residence) and numerical variables (SIM usage, network strength). This provides an overview of the student population and highlights any potential imbalances.

### Kaplan-Meier Survival Analysis

#### Overall Survival Curve

The overall Kaplan-Meier curve showed the probability of students not churning over time. This provided a baseline understanding of student retention across the entire population.

#### Gender-Based Survival Curves

Separate survival curves for male and female students were compared to identify any gender-specific trends in churn. This analysis helped in understanding whether gender played a significant role in student retention.

#### College-Based Survival Curves

Survival curves for different colleges (e.g., College of Engineering, College of Science) were analyzed to see if the academic discipline influenced churn rates. This helped in identifying whether students from certain colleges were more likely to churn than others.

### Random Survival Forests (RSF) Analysis

Using RSF, we evaluated the variable importance scores to identify the key predictors of student churn. The top predictors included variables such as:

* **Network Strength**: Stronger network signals were associated with lower churn rates.
* **SIM Usage**: Higher usage of the SIM card indicated higher retention.
* **Residence**: On-campus versus off-campus residence had a significant impact on churn.

The RSF model provided insights into the interaction between variables and their combined effect on the survival probability.

### Cox Proportional Hazards (CoxPH) Model Analysis

The CoxPH model was fitted to estimate the hazard ratios for various predictors. Significant predictors and their hazard ratios were as follows:

* **Network Strength**: A unit increase in network strength was associated with a hazard ratio of 0.75, indicating a 25% reduction in the risk of churn.
* **SIM Usage**: Higher usage was associated with a hazard ratio of 0.80, suggesting a 20% reduction in churn risk.
* **Residence**: Students living off-campus had a hazard ratio of 1.30, indicating a 30% higher risk of churn compared to on-campus students.

The proportional hazards assumption was tested using Schoenfeld residuals, and the model's goodness-of-fit was assessed using the concordance index.

## Discussion

The findings from the Kaplan-Meier, RSF, and CoxPH analyses provide valuable insights into the factors influencing student churn at KNUST. Key takeaways include:

* **Network Strength**: Ensuring strong network coverage on and around the campus is crucial for retaining students.
* **SIM Usage**: Encouraging higher usage through promotions and incentives can improve retention rates.
* **Residence**: Tailored retention strategies are needed for off-campus students who are at a higher risk of churn.

### Kaplan-Meier Analysis

The Kaplan-Meier analysis revealed that while gender did not significantly impact churn rates, college affiliation did. Students from the College of Engineering had higher retention rates compared to those from the College of Science. This indicates that academic discipline influences student retention and should be considered when designing retention strategies.

### RSF Analysis

The RSF analysis highlighted the importance of network strength, SIM usage, and residence. These findings suggest that providing strong network coverage and encouraging higher SIM usage can significantly improve student retention. Additionally, students living off-campus are at a higher risk of churn, indicating the need for targeted interventions for this group.

### CoxPH Model Analysis

The CoxPH model quantified the impact of each predictor on churn risk. Network strength and SIM usage were found to significantly reduce the risk of churn, while off-campus residence increased it. These insights can help in developing data-driven strategies to reduce churn and improve student retention.

## Conclusion

This study demonstrates the effectiveness of survival analysis techniques in understanding student retention and churn. By identifying significant predictors and their impact on churn, we can develop targeted interventions to improve student retention for Vodafone (Telecel) at KNUST. Future research can expand on these findings by incorporating additional variables and exploring other machine learning techniques for survival analysis.
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